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Abstract7

Programming languages can be defined from the concrete to the abstract by abstract syntax trees,8

well-scoped syntax, well-typed (intrinsic) syntax, algebraic syntax (well-typed syntax quotiented by9

conversion). Another aspect is the representation of binding structure for which nominal approaches,10

De Bruijn indices/levels and higher order abstract syntax (HOAS) are available. In HOAS, binders11

are given by the function space of an internal language of presheaves. In this paper, we show how to12

combine the algebraic approach with the HOAS approach: following Uemura, we define languages13

as second-order generalised algebraic theories (SOGATs). Through a series of examples we show14

that non-substructural languages can be naturally defined as SOGATs. We give a formal definition15

of SOGAT signatures (using the syntax of a particular SOGAT) and define two translations from16

SOGAT signatures to GAT signatures (signatures for quotient inductive-inductive types), based on17

parallel and single substitutions, respectively.18
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1 Introduction23

The traditional way of defining a programming language comprises of a BNF-style description24

of abstract syntax trees, a typing relation and a reduction or conversion relation [46, 47, 51].25

If instead the syntax is defined using well-scoped syntax trees [33, 26, 3], bound names do26

not matter: for example, one cannot distinguish 𝜆𝑥.𝑥 and 𝜆𝑦.𝑦 anymore. A higher level27

representation is given by intrinsic (well-typed) terms [9, 51] where one merges the syntax28

and the typing relation: non well-typed terms are not expressable in such a representation.29

The next level of abstraction is when well-typed terms are quotiented by the conversion30

relation: this is especially convenient for dependently typed languages where typing depends31

on conversion [7]. Here one can only define functions on the syntax that preserve conversion:32

a simple printing function is not definable, but normalisation [6, 19], typechecking [34] or33

parametricity [7] preserve conversion, so they can be defined on the well-typed quotiented34

syntax. The well-typed quotiented syntax is also concordant with the semantics: there is no35

reason to have a separate definition of syntax and a different notion of semantics, but the36

syntax can be simply defined as the initial model, which always exists for any generalised37

algebraic theory (GAT) [38]. Thus, abstractly, a language is simply a GAT.38

Another aspect of the definition of a language is the treatment of bindings and variables:39

one can use De Bruijn indices to make sure that choices of names do not matter, but40

then substitution has to be part of the syntax, for example in the form of a category with41

families [18]. Logical frameworks [28, 45] and higher-order abstract syntax (HOAS) [31]42

provide another way to implement bindings and variables: they use the function space of the43

metatheory. For example, the type of the lambda operation in the pure lambda calculus is44
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23:2 Second-order generalised algebraic theories: signatures and first-order semantics

simply the second-order function space (Tm → Tm) → Tm. The justification of HOAS is the45

type-theoretic internal language of presheaves over the category of contexts and syntactic46

substitutions [31]. In this internal language, lambda indeed has the above type. This internal47

language viewpoint can also be used to define languages: in this case a language with48

bindings is not a GAT, but a second-order generalised algebraic theory (SOGAT), which49

allows second-order (but not general higher-order) operations. While untyped or simply50

typed languages were defined as second-order theories before [22, 20, 2], SOGATs were first51

used by Uemura [50] for defining languages with bindings. The step from second-order52

algebraic theories to SOGATs is a big one: it is analogous to the step from inductive types53

to inductive-inductive types [39], which is difficult, e.g. inductive-inductive types are still not54

supported by Coq. The SOGAT definition of a language can be even more abstract than the55

well-typed quotiented definition: the SOGAT does not mention contexts or substitutions:56

these can be seen as boilerplate that should be automatically generated. SOGATs are not57

well-behaved algebraic theories, for example, there is no meaningful notion of homomorphism58

of second-order models. To describe first order models, homomorphisms or the notion of59

syntax for a SOGAT, we turn it into a GAT. In this process we introduce new sorts for60

contexts and substitutions, we index every operation with its context, and the second-order61

function spaces become first order using this context indexing. The thus obtained GAT has62

some “correctness by construction” properties, for example, every operation automatically63

preserves substitution. For complicated theories, this property is not trivial if we do not start64

from a SOGAT, but try to work with the lower level GAT presentation directly. Cubical type65

theory [49] and a type theory with internal parametricity [5] have been presented as SOGATs,66

and methods were developed to prove properties of type theories at the SOGAT level of67

abstraction [48, 15]. Substructural (e.g. linear or modal) type theories are not definable as68

SOGATs using the method described in this paper, but sometimes the internal language of69

presheaves over a substructural theory provides a substructural internal language which can70

be used to describe the theory as in the case of multi-modal type theory [25].71

Simple algebraic theories can be presented using signatures and equations, or presentation-72

independently as Lawvere theories. GATs have syntactic signatures defined using preterms73

and well-formedness relations [17], and they can be described presentation-independently74

as contextual categories [17], categories with families (CwFs) or clans [23]. The “theory of75

signatures” (ToS) approach [38] is halfway between the syntactic and presentation-independent76

approaches: here signatures are defined by the syntax of a particular GAT, which is a domain-77

specific type theory designed for defining signatures. Signatures look exactly as we write78

inductive datatype definitions in a proof assistant like Agda: a list (telescope) of the curried79

types of sorts and constructors. A signature in the ToS is a concrete presentation of a theory,80

but it is given at the level of abstraction of well-typed quotiented syntax. This allows elegant81

semantic constructions [41], while still working directly with signatures. SOGATs again can82

be defined syntactically [50] or presentation-independently as representable map categories83

[50] or CwFs with locally representable types [13], and the current paper contributes the84

ToS style definition of SOGATs. In fact, the theory of SOGAT signatures is itself a SOGAT85

which can describe itself. Circularity is avoided because we bootstrap the theory of SOGAT86

signatures by first defining it as a GAT, and the theory of GAT signatures (which is the87

syntax of a GAT) can itself be bootstrapped using a Church-encoding [40].88

Contributions. The main takeaway of this paper is that structural languages are SOGATs.89

We justify this claim through several examples. Our technical contributions are the following:90

The theory of SOGAT signatures (ToS+), a domain-specific type theory in which every91

closed type is a SOGAT signature. As it is a structural type theory, it can be defined as92



A. Kaposi and Sz. Xie 23:3

a SOGAT itself. Signatures can be formalised in ToS+ without encoding overhead.93

A translation from SOGAT signatures to GAT signatures based on a parallel substitution94

calculus. Thus, for every SOGAT, we obtain all of the semantics of GATs: a category of95

models with an initial object, (co)free models, notions of displayed models and sections,96

the fact that induction is equivalent to initiality, and so on. The GAT descriptions that97

we obtain are readable, do not contain occurrences of Yoneda as in usual presheaf function98

spaces. Correctness of the translation is showed by proving that internally to presheaves99

over a model of the GAT, a second-order model of the SOGAT is available.100

We define an alternative translation producing a single substitution calculus.101

Structure of the paper. In Section 2, we walk through examples of languages defined as102

second-order algebraic theories (SOGATs) including (simply typed) combinator calculus,103

(simply typed) lambda calculus, first-order logic, Martin-Löf type theory. We list more104

examples in Appendix A. We explain what the SOGAT → GAT translation will give for105

each example. In Section 3, we define languages for describing algebraic theories, culminating106

in the theory of SOGAT signatures (ToS+). A SOGAT is simply a closed type in the syntax107

of ToS+. Then we define the SOGAT → GAT translation in three iterations: Section 4108

presents a naive notion of model which is obviously correct, but has lots of encoding overhead.109

Section 5 defines an isomorphic notion of model with less encoding overhead. The final110

translation is defined in Section 6. Section 7 discusses open and infinitary signatures, and111

explains the single substitution calculus variant. Section 8 concludes.112

Related work. The “theory of signatures” (ToS) approach was introduced by Kaposi and113

Kovács [37] for a higher variant of GATs (higher inductive-inductive types), and was used to114

describe ordinary [38] and infinitary [40] GATs (quotient inductive-inductive types). The115

thesis of Kovács [41] summarises and generalises these results, in particular, it provides116

semantics internal to any category with families (CwF) using the semantic setting of two-level117

type theory [4, 10]. The current paper extends this work with second-order operations.118

The ToS that we use differs from the one in Kovács’ thesis by including Σ types and being119

presented as a SOGAT itself. This has the advantage that we do not have to deal with De120

Bruijn indices when giving formal signatures. A version of ToS+ with two fixed sorts of types121

and terms was given in the HoTTeST talk by Kaposi [35].122

Direct precursors of our work are Hofmann’s analysis of higher-order abstract syntax123

(HOAS) [31] and Capriotti’s rule framework [16]. Syntactic definitions of SOGATs are given124

in Uemura’s thesis [50] and Harper’s equational logical framework [27]. A syntactic definition125

of type theories (SOGATs with two fixed sorts: types and terms) is described by Bauer126

and Haselwater [29] based on earlier work [12]. Presentation-independent definitions of127

SOGATs are representable map categories by Uemura [50] and CwFs with a sort of locally128

representable types (CwF+) [14]. The presentation-independent ways define models using129

functorial semantics, while the ToS approach defines semantics of GATs by induction on130

the signature. Functorial semantics for our SOGAT signatures is as follows: every SOGAT131

signature Ω gives rise to the free CwF+ over Ω (the slice of the theory of SOGAT signatures132

over Ω). Now a model is a category C together with a CwF+-morphism from this CwF+ to133

the CwF+ of presheaves over C.134

Our two different ways of translating SOGATs to GATs roughly correspond to Voevodsky’s135

two different descriptions of the substitution calculus for dependent type theory: B-systems136

correspond to single substitutions, C-systems to parallel substitutions. B-systems and C-137

systems are equivalent [1], however our single substitution calculus is more minimalistic, and138

has more models than the parallel substitution calculus.139
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23:4 Second-order generalised algebraic theories: signatures and first-order semantics

In this paper we explain how to define languages as SOGATs and then translate them into140

GATs. Then, the induction principle of the GAT can be used to prove properties of the syntax.141

However, certain metatheoretic proofs can be described at the level of SOGATs avoiding142

mentioning contexts or substitutions. Synthethic Tait computability [48] and internal sconing143

[15] are techniques for this. We leave adapting them to ToS+ as future work.144

Metatheory and notation. Our metatheory is extensional type theory with uniqueness of145

identity proofs, we use Agda-like notation with implicit arguments sometimes omitted. We146

write function application as juxtaposition, the universe of types is denoted Set𝑖, we usually147

omit the level subscripts. We use infix Σ type notation using ×, the single element of the148

singleton type 𝟙 is denoted ∗. Sometimes we work in the internal language of a presheaf149

category using the same notations, in the style of two-level type theory [4, 10].150

2 Classes of algebraic theories through examples151

In this section, we walk through examples of logic and programming languages defined as152

algebraic theories: we define a single-sorted algebraic theory (AT), a generalised algebraic153

theory (GAT), a second-order algebraic theory (SOAT) and multiple second-order generalised154

algebraic theories (SOGATs). GATs include typing information compared to ATs, SOATs155

include binders, while SOGATs combine these two aspects.156

Algebraic theories. Combinator calculus is an algebraic theory (AT) with a single sort157

of terms, one binary, two nullary operations and two equations. We denote its signature158

as follows (unlike usual presentations of algebraic theories, we include the equations in the159

notion of signature, because for generalised algebraic theories separation is not possible).160

▶ Definition 1 (Schönfinkel’s combinator calculus).

Tm : Set K : Tm K𝛽 : K · 𝑢 · 𝑓 = 𝑢161

– · – : Tm → Tm → Tm S : Tm S𝛽 : S · 𝑓 · 𝑔 · 𝑢 = 𝑓 · 𝑢 · (𝑔 · 𝑢)162

The notion of algebra/model is evident from this signature. The quotiented syntax of163

combinator calculus is the initial model, which always exists. Notions of homomorphism,164

displayed/dependent model, induction, products and coproducts of models, free models, and165

so on, are derivable from the signature, as described in any book on universal algebra. The166

initial algebra of an AT is called a quotient inductive type [21].167

Single-sorted algebraic theories from logic are classical (or intuitionistic) propositional168

logic defined as the theory of Boolean algebras (or Heyting algebras). Examples from algebra169

are monoids, groups, rings, lattices, and so on.170

Generalised algebraic theories. Generalised algebraic theories (GATs) allow sorts indexed171

by other sorts. Examples are typed combinator calculus and propositional logic with Hilbert-172

style proof theory, theories of graphs, preorders, categories, and so on.173

▶ Definition 2 (Typed combinator calculus).

Ty : Set K : Tm (𝐴⇒ 𝐵 ⇒ 𝐴)174

Tm : Ty → Set S : Tm
(
(𝐴⇒ 𝐵 ⇒ 𝐶) ⇒ (𝐴⇒ 𝐵) ⇒ 𝐴⇒ 𝐶

)
175

𝜄 : Ty K𝛽 : K · 𝑢 · 𝑓 = 𝑢176

– ⇒ – : Ty → Ty → Ty S𝛽 : S · 𝑓 · 𝑔 · 𝑢 = 𝑓 · 𝑢 · (𝑔 · 𝑢)177

– · – : Tm (𝐴⇒ 𝐵) → Tm 𝐴→ Tm 𝐵178
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We have a sort of types, and for each type, a separate sort of terms of that type. Now the K179

and S operations are nullary only in the sense that they don’t take Tm arguments, but they180

still take two and three Ty arguments, respectively. For readability, these are given implicitly.181

Similarly, application – · – takes the arguments 𝐴 and 𝐵 implicitly.182

The above mentioned universal algebraic features of ATs generalise to GATs [41]. In183

particular, each GAT has a syntax given as a quotient inductive-inductive type [38], we have184

free models [41] and cofree models [43]. If the language has variables or binders, we will185

define it as a second-order theory.186

Second-order algebraic theories. The SOAT of lambda calculus is the following.187

▶ Definition 3 (Lambda calculus).

Tm : Set lam : (Tm → Tm) → Tm – · – : Tm → Tm → Tm 𝛽 : lam 𝑓 · 𝑢 = 𝑓 𝑢188

The type of lam is not first-order (not strictly positive), hence this is not an algebraic theory189

anymore. It is clear what a second-order model is (a set with a binary operation and a190

second-order function with the type of lam satisfying the equation 𝛽). However, we do not191

have a usable notion of homomorphism between second-order models 𝑀 and 𝑁: this would be192

a function 𝛼 : Tm𝑀 → Tm𝑁 such that 𝛼 (𝑡 ·𝑀 𝑢) = 𝛼 𝑡 ·𝑁 𝛼 𝑢 and 𝛼 (lam𝑀 𝑓 ) = lam𝑁 (𝛼◦ 𝑓 ◦?),193

but we don’t know what to put in place of the ?. To talk about homomorphisms or the194

syntax, we translate the SOAT to a first-order GAT: we add contexts, substitutions, index195

Tm and all operations by contexts and then lam becomes a first order function taking a term196

in an extended context as input. The resulting GAT is the following.197

▶ Definition 4 (Lambda calculus as a first-order GAT).

Con : Set [id] : 𝑡 [id] = 𝑡198

Sub : Con → Con → Set – ⊲ : Con → Con199

– ◦ – : Sub ∆ Γ → Sub Θ ∆ → Sub Θ Γ – , – : Sub ∆ Γ → Tm ∆ → Sub ∆ (Γ ⊲)200

ass : (𝛾 ◦ 𝛿) ◦ 𝜃 = 𝛾 ◦ (𝛿 ◦ 𝜃) p : Sub (Γ ⊲) Γ201

id : Sub Γ Γ q : Tm (Γ ⊲)202

idl : id ◦ 𝛾 = 𝛾 ⊲𝛽1 : p ◦ (𝛾, 𝑡) = 𝛾203

idr : 𝛾 ◦ id = 𝛾 ⊲𝛽2 : q[𝛾, 𝑡] = 𝑡204

⋄ : Con ⊲𝜂 : 𝜎 = (p ◦ 𝜎, q[𝜎])205

𝜖 : Sub Γ ⋄ – · – : Tm Γ → Tm Γ → Tm Γ206

⋄𝜂 : (𝜎 : Sub Γ ⋄) → 𝜎 = 𝜖 ·[] : (𝑡 · 𝑢) [𝛾] = 𝑡 [𝛾] · (𝑢[𝛾])207

Tm : Con → Set lam : Tm (Γ ⊲) → Tm Γ208

– [– ] : Tm Γ → Sub ∆ Γ → Tm ∆ lam[] : (lam 𝑡) [𝛾] = lam (𝑡 [𝛾 ◦ p, q])209

[◦] : 𝑡 [𝛾 ◦ 𝛿] = 𝑡 [𝛾] [𝛿] 𝛽 : lam 𝑡 · 𝑢 = 𝑡 [id, 𝑢]210

In more detail: the GAT starts with a category with a terminal object (Con, . . . , ⋄𝜂), then211

we have the sort Tm which is now indexed by Con and comes with an instantiation operation212

– [– ] which is functorial. There is a context extension – ⊲ which makes contexts a natural213

number algebra (with zero ⋄ and successor – ⊲). Substitutions are lists of terms, this is214

expressed by the isomorphism p ◦ – , q[– ] : Sub ∆ (Γ ⊲) � Sub ∆ Γ × Tm ∆ : – , –. Now215

variables are definable as De Bruijn indices: 0 = q, 1 = q[p], 2 = q[p] [p], and so on. The216

operations – · – and lam are also (implicitly) indexed by contexts and come equipped with217

substitution laws (·[] and lam[]). The function in the input of the SOAT presentation of lam218
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23:6 Second-order generalised algebraic theories: signatures and first-order semantics

becomes a Tm in an extended context. In lam[], the substitution (𝛾 ◦ p, q) : Sub (∆ ⊲) (Γ ⊲)219

is the lifting of 𝛾 : Sub ∆ Γ which does not touch the last variable bound by lam. Finally,220

the metatheoretic function application on the right hand side of the 𝛽 law in the SOAT221

presentation becomes an instantiation of the last variable by (id, 𝑢) : Sub Γ (Γ ⊲).222

In the special case of the lambda calculus, there are equivalent simpler GATs, but this is223

the one which is generated by the translation of Section 6. Our translation works generically,224

hence it does not necessarily give the most minimal GAT presentation.225

By the syntax of lambda calculus, we mean the syntax for the above GAT. However,226

we still prefer to define lambda calculus as a SOGAT: it is a shorter definition, does not227

include boilerplate, and ensures that once translated to its first-order version, all operations228

respect substitution by construction. Also, we can do programming using the second-order229

representation in the style of logical frameworks. This means that using the second-order230

presentation, we can define derivable operations and prove derivable equations as opposed to231

admissible ones for which we would need induction. An example of a derivable operation is232

the Y combinator: we assume a second-order model of the lambda calculus given by Tm,233

lam, – · –, 𝛽, and define Y := lam𝜆 𝑓 .
(
lam𝜆𝑥. 𝑓 · (𝑥 · 𝑥)

)
·
(
lam𝜆𝑥. 𝑓 · (𝑥 · 𝑥)

)
. We prove that234

this is indeed a fixpoint combinator as follows.235

Y · 𝑓 =
(
lam𝜆 𝑓 .

(
lam𝜆𝑥. 𝑓 · (𝑥 · 𝑥)

)
·
(
lam𝜆𝑥. 𝑓 · (𝑥 · 𝑥)

) )
· 𝑓 = (𝛽)236 (

lam𝜆𝑥. 𝑓 · (𝑥 · 𝑥)
)
·
(
lam𝜆𝑥. 𝑓 · (𝑥 · 𝑥)

)
= (𝛽)237

𝑓 ·
( (

lam𝜆𝑥. 𝑓 · (𝑥 · 𝑥)
)
·
(
lam𝜆𝑥. 𝑓 · (𝑥 · 𝑥)

) )
= 𝑓 · (Y · 𝑓 )238

This kind of reasoning makes sense for any second-order model, and any first-order model239

gives rise to a second-order model in the internal language of presheaves over the first-order240

model, see Corollary 25.241

Second-order generalised algebraic theories. SOGATs combine the two previous classes:242

sorts can be indexed over previous sorts and second-order operations are allowed. In the243

following examples, we write f : A ↔ B : g for f : A → B and g : B → A, we write A � B for244

A ↔ B with two equations 𝛽 : g (f 𝑎) = 𝑎 and 𝜂 : f (g 𝑏) = 𝑏. We write A : Prop for A : Set245

together with an equation irr : (𝑎 𝑎′ : A) → 𝑎 = 𝑎′. We list the theories as SOGATs, and246

discuss the interesting aspects of their first-order models.247

▶ Definition 5 (Simply typed lambda calculus).

Ty : Set Tm : Ty → Set248

– ⇒ – : Ty → Ty → Ty lam : (Tm 𝐴→ Tm 𝐵) � Tm (𝐴⇒ 𝐵) : – · –249

An alternative popular description of simply typed lambda calculus is when we omit Ty and250

Tm, write a horizontal line or ⊢ for function space, give names to every input of a function251

(write (𝑎 : Tm 𝐴) → Tm 𝐵 instead of Tm 𝐴 → Tm 𝐵) and use named function application252

with square brackets (write 𝑡 [𝑥 ↦→ 𝑎] instead of 𝑡 𝑎, where 𝑡 : (𝑥 : 𝐴) → 𝐵[𝑥 ↦→ 𝑎], where253

𝐵 : (𝑥 : 𝐴) → Set).254

𝐴 𝐵

𝐴⇒ 𝐵

𝑥 : 𝐴 ⊢ 𝑏 : 𝐵
lam 𝑥.𝑏 : 𝐴⇒ 𝐵

𝑓 : 𝐴⇒ 𝐵 𝑎 : 𝐴
𝑓 · 𝑎 : 𝐵 (lam 𝑥.𝑏) · 𝑎 = 𝑡 [𝑥 ↦→ 𝑎]

𝑓 : 𝐴⇒ 𝐵

𝑓 = lam 𝑥. 𝑓 · 𝑥255

A first-order model of the simply typed lambda calculus contains a category with a terminal256

object (Con, Sub and the empty context ⋄), two sorts Ty and Tm which are both indexed by257
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contexts, and there are context extension operations both for types and terms (we only list258

the relevant parts for reasons of space):259

Ty : Con → Set260

– [– ]Ty : Ty Γ → Sub ∆ Γ → Ty ∆261

– ⊲Ty : Con → Con262

pTy ◦ – , qTy [– ] : Sub ∆ (Γ ⊲Ty) � Sub ∆ Γ × Ty ∆ : – ,Ty –263

Tm : (Γ : Con) → Ty Γ → Set264

– [– ]Tm : Tm Γ 𝐴→ (𝛾 : Sub ∆ Γ ) → Tm ∆ (𝐴[𝛾]Ty)265

– ⊲Tm – : (Γ : Con) → Ty Γ → Con266

pTm ◦ – , qTm [– ] : Sub ∆ (Γ ⊲Tm 𝐴) � (𝛾 : Sub ∆ Γ ) × Tm ∆ (𝐴[𝛾]Ty) : – ,Tm –267

The context extension operations take as arguments the index of the corresponding sort: Ty268

is not indexed, so ⊲Ty does not take any arguments, ⊲Tm takes a Ty argument. In simply269

typed lambda calculus, none of the operations (or sorts) use type variables, hence it is not270

necessary to include the operation ⊲Ty and the type variables qTy, qTy [p], qTy [p] [p], and so271

on. In the formal version of signatures (Definition 10), we will distinguish those sorts which272

have variables and those which do not, so this optimisation can be handled by our setup.273

The fact that all types are closed (don’t depend on term variables, hence do not depend274

on the context at all) will not be handled by our translation, so the generated theory will275

include unnecessary dependencies, and a by hand optimisation step is needed to replace276

Ty : Con → Set by Ty : Set and removing the – [– ]Ty operation. The operations in the notion277

of first-order model are the typed versions of the operations in Definition 4, for example278

lam : Tm (Γ ⊲Tm 𝐴) 𝐵 → Tm Γ (𝐴⇒ 𝐵). This concludes the typed lambda calculus example.279

The following definition of first-order logic has minimal amount of logical connectives,280

but illustrates the general idea. The proof theory that comes with it is natural deduction281

style, it can be also written following the above conventions using horizontal lines and ⊢.282

▶ Definition 6 (Minimal intuitionistic first-order logic).

For : Set Pf : For → Prop283

Tm : Set intro⊃ : (Pf 𝐴→ Pf 𝐵) ↔ Pf (𝐴 ⊃ 𝐵)284

– ⊃ – : For → For → For intro∀ :
(
(𝑡 : Tm) → Pf (𝐴 𝑡)

)
↔ Pf (∀𝐴)285

∀ : (Tm → For) → For introEq : Pf (Eq 𝑡 𝑡)286

Eq : Tm → Tm → For elimEq : (𝐴 : Tm → For) → Pf (Eq 𝑡 𝑡′) →287

Pf (𝐴 𝑡) → Pf (𝐴 𝑡′)288

A first-order model contains a category of contexts and substitutions equipped with three289

different kinds of context extension corresponding to three different kinds of variables. This290

means that there are three different 0 De Burijn indices (qFor, qTm qPf), nine different 1291

De Bruijn indices (qFor [pFor]For, qFor [pTm]For, qFor [pPf ]For, . . . , qPf [pPf ]Pf). In general, De292

Bruijn index 𝑛 has 3𝑛+1 variants. We list the types of the binders:293

∀ : For (Γ ⊲Tm) → For Γ294

intro⊃ : Pf (Γ ⊲Pf 𝐴) (𝐵[pPf ]For) → Pf Γ (𝐴 ⊃ 𝐵)295

intro∀ : Pf (Γ ⊲Tm) 𝐴→ Pf Γ (∀𝐴)296

elimEq :
(
𝐴 : For (Γ ⊲Tm)

)
→ Pf Γ (Eq 𝑡 𝑡′) → Pf Γ (𝐴[id ,Tm 𝑡]For) → Pf Γ (𝐴[id ,Tm 𝑡

′]For)297
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The GAT presentation of first-order logic can be simplified by removing For variables as298

no operations bind formulas. Another post-hoc simplification is separating the Tm-variable299

contexts and the Pf-variable contexts which depend on the former. After such a separation,300

it is possible to define [11] the syntax of first-order logic simply using inductive types and301

avoiding quotienting (with the exception of Pf where we use a full quotient which can be302

implemented by SProp of Agda or Coq [24]). One reason for being able to do this is that the303

above SOGAT does not have any equations, but this is not enough in general. For example, if304

we do not have quotients, it does not seem to be possible to define the syntax of a Martin-Löf305

type theory which does not have computation rules.306

Our next example is a theory with dependent types featuring Π types, a Coquand-universe307

(which forces types to be indexed by levels) and a lifting operation. This is an open signature308

which means that it refers to some external types, in this case a natural number algebra (we309

can make it closed by adding N as a new sort and 0 and 1 + – as new operations).310

▶ Definition 7 (Minimal Martin-Löf type theory).

Ty : N→ Set U : (𝑖 : N) → Ty (1 + 𝑖)311

Tm : Ty 𝑖 → Set c : Ty 𝑖 � Tm (U 𝑖) : El312

Π : (𝐴 : Ty 𝑖) → (Tm 𝐴→ Ty 𝑖) → Ty 𝑖 Lift : Ty 𝑖 → Ty (1 + 𝑖)313

lam : ((𝑎 : Tm 𝐴) → Tm (𝐵 𝑎)) � Tm (Π 𝐴 𝐵) : – · – mk : Tm 𝐴 � Tm (Lift 𝐴) : un314

The first-order translation of this theory results in a category with families (CwF [18]), more315

precisely, a category with N-many families equipped with familywise Π-types, universes and316

a one-step upwards lifting between the families. The sorts are Ty : Con → N → Set and317

Tm : (Γ : Con) → Ty Γ 𝑖 → Set, the 𝑖 argument is implicit in the latter.318

Instead of a Coquand-universe with c and El, we could have defined a Russell universe319

where we have a sort equality Ty 𝑖 = Tm (U 𝑖), and we also have the option to do this for320

lifting and Π types. The first-order semantics of such a theory has the following equalities:321

Ty Γ 𝑖 = Tm Γ (U 𝑖), and having strict Π types means Tm (Γ ⊲ 𝐴) 𝐵 = Tm Γ (Π 𝐴 𝐵).322

3 Theories of signatures as SOGATs323

In this section we define three languages which describe signatures for ATs, GATs and324

SOGATs, respectively. All three languages are given as SOGATs.325

The theory of signatures for ATs is a dependent type theory without a universe, it has326

one base type Srt for the (single) sort, Σ types, a Π type with fixed Srt domain, and an327

equality type. Π types are equipped with application, but the Σ and Eq types don’t have328

constructors or destructors, because those are not needed when defining signatures.329

▶ Definition 8 (Signatures for single-sorted algebraic theories).

Ty : Set ΠSrt : (Tm Srt → Ty) → Ty330

Tm : Ty → Set – · – : Tm (ΠSrt 𝐵) → (𝑥 : Tm Srt) → Tm (𝐵 𝑥)331

Σ : (𝐴 : Ty) → (Tm 𝐴→ Ty) → Ty Eq : Tm Srt → Tm Srt → Ty332

Srt : Ty333

A first-order model of this theory is a CwF with type formers Σ, Srt, ΠSrt, Eq and a term334

former – · – : Tm Γ (ΠSrt 𝐵) → (𝑥 : Tm Γ Srt) → Tm Γ (𝐵[id, 𝑥]). An element of Ty in the335

syntax of this language is an AT signature. We introduce abbreviations Srt⇒ 𝐴 := ΠSrt𝜆_.𝐴336

and 𝐴 × 𝐵 := Σ 𝐴𝜆_.𝐵. The signature for combinator calculus is the following Ty:337
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Σ (Srt⇒Srt⇒Srt) 𝜆𝑎𝑝.Σ Srt𝜆𝐾.Σ Srt𝜆𝑆.
(
ΠSrt𝜆𝑢.ΠSrt𝜆 𝑓 .Eq

(
𝑎𝑝 · (𝑎𝑝 · 𝐾 · 𝑢) · 𝑓

)
𝑢

)
338

×
(
ΠSrt𝜆 𝑓 .ΠSrt𝜆𝑔.ΠSrt𝜆𝑢.Eq

(
𝑎𝑝 ·

(
𝑎𝑝 · (𝑎𝑝 · 𝑆 · 𝑓 ) · 𝑔

)
· 𝑢

) (
𝑎𝑝 · (𝑎𝑝 · 𝑓 · 𝑢) · (𝑎𝑝 · 𝑔 · 𝑢)

))
339

This can be seen as a more explicit version of Definition 1: we use Σ types instead of a340

newline-separated list, we use the metatheoretic 𝜆 binder to give names to operations, we341

use an explicit · operation for application and write Eq instead of =. Moreover, we don’t342

have infix operators or implicit arguments, the three arguments of equation K𝛽 and the four343

arguments of equation S𝛽 have to be introduced using ΠSrt explicitly. Being more explicit is344

needed to make sure that we describe an algebraic theory: for example, the fact that the345

domain of Π is fixed ensures strict positivity.346

The theory of GAT signatures (ToS) is a type theory with an empty universe (a type and347

a family over it), ⊤ and Σ types, equality with reflection, and a Π type with U-domain.348

▶ Definition 9 (ToS: the theory of GAT signatures).

Ty : Set Σ : (𝐴 : Ty) → (Tm 𝐴→ Ty) → Ty349

Tm : Ty → Set (– , – ) : (𝑎 : Tm 𝐴) × Tm (𝐵 𝑎) � Tm (Σ 𝐴 𝐵) : fst, snd350

U : Ty Π : (𝑎 : Tm U) → (Tm (El 𝑎) → Ty) → Ty351

El : Tm U → Ty lam :
(
(𝑥 : Tm (El 𝑎)) → Tm (𝐵 𝑥)

)
� Tm (Π 𝑎 𝐵) : – · –352

⊤ : Ty Eq : (𝐴 : Ty) → Tm 𝐴→ Tm 𝐴→ Ty353

tt : 𝟙 � Tm Γ ⊤ refl : (𝑢 = 𝑣) � Tm (Eq 𝐴 𝑢 𝑣) : reflect354

The first-order version is Definition 11. A (presentation of a) GAT is defined as a closed type355

in the syntax of ToS. The only base type U is for declaring sorts, so a signature has to start356

with a sort, and then we can declare elements of the sort using El or functions where the357

input is a sort. For example, part of typed combinator calculus (Definition 2) is given by the358

following signature. We use the abbreviations 𝑎 ⇒ 𝐵 := Π 𝑎 𝜆_.𝑏 and 𝐴 × 𝐵 = Σ 𝐴𝜆_.𝐵. We359

left out the S combinator and its 𝛽 rule for reasons of space.360

ΣU𝜆𝑇𝑦.Σ (𝑇𝑦 ⇒ U) 𝜆𝑇𝑚.El𝑇𝑦 × Σ (𝑇𝑦 ⇒ 𝑇𝑦 ⇒ El𝑇𝑦) 𝜆𝑎𝑟𝑟.Σ361 (
Π 𝑇𝑦 𝜆𝐴.Π 𝑇𝑦 𝜆𝐵.𝑇𝑚 · (𝑎𝑟𝑟 · 𝐴 · 𝐵) ⇒ 𝑇𝑚 · 𝐴⇒ El (𝑇𝑚 · 𝐵)

)
𝜆𝑎𝑝𝑝.Σ362 (

Π 𝑇𝑦 𝜆𝐴.Π 𝑇𝑦 𝜆𝐵.El
(
𝑇𝑚 ·

(
𝑎𝑟𝑟 · 𝐴 · (𝑎𝑟𝑟 · 𝐵 · 𝐴)

) ))
𝜆𝐾.Σ363 (

Π 𝑇𝑦 𝜆𝐴.Π 𝑇𝑦 𝜆𝐵.Π (𝑇𝑚 · 𝐴) 𝜆𝑢.Π (𝑇𝑚 · 𝐵) 𝜆 𝑓 .Eq
(
El (𝑇𝑚 · 𝐴)

)
364 (

𝑎𝑝𝑝 · (𝑎𝑟𝑟 · 𝐵 · 𝐴) · 𝐵 · (𝑎𝑝𝑝 · (𝑎𝑟𝑟 · 𝐴 · (𝑎𝑟𝑟 · 𝐵 · 𝐴)) · 𝐴 · 𝐾 · 𝑢) · 𝑓
)
𝑢

)
× . . .365

This type is a very explicit version of Definition 2: we use Σ, explicit application ·, no infix366

operators, no implicit arguments, and explicit El turning terms in U into types. We expect367

that an elaboration algorithm can turn Definition 2 into such an explicit version.368

For the theory of SOGAT signatures (ToS+), we add a new universe U+ of sorts for which369

variables are allowed: with the help of these we can write second order functions. U+ is a370

subuniverse of U (witnessed by el+) and has a Π type with U+-domain and U-codomain.371

▶ Definition 10 (ToS+: the theory of SOGAT signatures). We extend ToS with the following.372

U+ : Ty 𝜋+ : (𝑎+ : Tm U+) →
(
Tm

(
El (el+ 𝑎+)

)
→ Tm U

)
→ Tm U373

el+ : Tm U+ → Tm U lam+ :
(
𝑥 : El (el+ 𝑎+)

)
→ Tm (El (𝑏 𝑥)) � Tm

(
El (𝜋+ 𝑎+ 𝑏)

)
: – ·+ –374
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The first-order version is Definition 12. A (presentation of a) GAT is defined as a closed375

type in the syntax of ToS+. The signature for lambda calculus (Definition 3) is the following376

element of Ty.377

ΣU+ 𝜆𝑇𝑚.Σ
(
(𝑇𝑚 ⇒+ el+ 𝑇𝑚) ⇒ El (el+ 𝑇𝑚)

)
𝜆𝑙𝑎𝑚.Σ

(
el+ 𝑇𝑚 ⇒ el+ 𝑇𝑚 ⇒ El (el+ 𝑇𝑚)

)
𝜆𝑎𝑝𝑝.378

Π (𝑇𝑚 ⇒+ el+ 𝑇𝑚) 𝜆𝑡.Π (el+ 𝑇𝑚) 𝜆𝑢.Eq
(
El (el+ 𝑇𝑚)

) (
𝑎𝑝𝑝 · (𝑙𝑎𝑚 · 𝑡) · 𝑢

)
(𝑡 ·+ 𝑢)379

We have one sort 𝑇𝑚 for which variables are allowed, application 𝑎𝑝𝑝 uses ordinary function380

space ⇒ where 𝑇𝑚 has to be lifted by el+ from U+ to U. Lambda 𝑙𝑎𝑚 is defined as a381

second-order function where ⇒+ can appear on the left hand side of an ⇒. When stating382

the 𝛽 equation, note the two different application operators (· vs. ·+): ·+ is used when giving383

value to a variable. This becomes clear if we look at the first-order presentation of the 𝛽 law384

(last line in Definition 4, we write 𝑎𝑝𝑝 instead of · to avoid confusion): 𝑎𝑝𝑝 (lam 𝑡) 𝑢 = 𝑡 [id, 𝑢].385

So the semantics of · should be simply function application, while the semantics of ·+ is386

instantiation with a substitution. We give another illustration of this difference: in the387

above signature, the type of 𝑎𝑝𝑝 is el+ 𝑇𝑚 ⇒ el+ 𝑇𝑚 ⇒ El (el+ 𝑇𝑚), and this is translated to388

𝑇𝑚 Γ → 𝑇𝑚 Γ → 𝑇𝑚 Γ in the GAT version (see Definition 4). But we could have defined389

𝑎𝑝𝑝 as having type El (𝑇𝑚 ⇒+ 𝑇𝑚 ⇒+ 𝑇𝑚). In this case the GAT version of 𝑎𝑝𝑝 would be390

in 𝑇𝑚 (Γ ⊲ ⊲). Both variants are meaningful, and ToS+ allows the user to make a choice if she391

wants an operation with arguments, or an operation returning in an extended context. Note392

that both function spaces in the type of 𝑙𝑎𝑚 are forced to be ⇒+ and ⇒, respectively.393

Analogously, all SOGATs in Sections 2, 3 and Appendix A can be reified into SOGAT394

signatures (with the exception of Martin-Löf type theory which is an open signature, but we395

will rectify this in Section 7). This includes ToS+ itself.396

4 Naive semantics of SOGAT signatures397

In this section, for any SOGAT signature, we define a notion of first-order model. The idea398

is that a model is a category together with the presheaf interpretation of the signature over399

that category: the category of presheaves supports a universe, Π types, and so on, so we400

directly use these when interpreting the type formers of ToS+. We assume basic working401

knowledge of categories with families (CwFs [18]).402

▶ Definition 11 (First-order model of ToS). A first-order model of ToS is a CwF (sorts are403

denoted Con, Sub, Ty, Tm, context extension is – ⊲ – with p ◦ – , q[– ] : Sub ∆ (Γ ⊲ 𝐴) � (𝛾 :404

Sub ∆ Γ ) × Tm ∆ (𝐴[𝛾]) : – , –) equipped with:405

⊤ and Σ types given by isomorphisms406

tt : 𝟙 � Tm Γ ⊤, (– , – ) : (𝑎 : Tm Γ 𝐴) ×Tm Γ (𝐵[id, 𝑎]) � Tm Γ (Σ 𝐴 𝐵) : fst, snd.407

A universe given by U : Ty Γ and El : Tm Γ U.408

A function space with domain in U, that is Π : (𝑎 : Tm Γ U) → Ty (Γ ⊲El 𝑎) → Ty Γ, with409

an isomorphism lam : Tm (Γ ⊲El 𝑎) 𝐵 � Tm Γ (Π 𝑎 𝐵) : app.410

A strict equality type Eq with reflection and uniqueness of identity proofs.411

All the operations listed above are natural in Γ.412

▶ Definition 12 (First-order model of ToS+). A first-order model of ToS+ is a first-order413

model of ToS equipped with:414

Another universe U+ : Ty Γ that is a subuniverse of U i.e. el+ : Tm Γ U+ → Tm Γ U.415

U is closed under functions with U+-domain, i.e. 𝜋+ : (𝑎+ : Tm Γ U+) → Tm
(
Γ ⊲El (el+ 𝑎+)

)
U →416

Tm Γ U with lam+ : Tm
(
Γ ⊲El (el+ 𝑎)

)
(El 𝑏) � Tm Γ

(
El (𝜋+ 𝑎+ 𝑏)

)
: app+.417

All the operations listed above are natural in Γ.418
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▶ Problem 13 (PSh(C)). Presheaves over 𝐶 form a CwF equipped with ⊤, Σ types, an419

equality type with reflection, Π types and a Coquand-universe U with c : Ty Γ � Tm Γ U : El.420

Unlike in Definition 7, we omit writing universe indices for readibility.421

Construction. We recall the main parts of the construction [30] for fixing notations. Γ : Con422

is a presheaf, that is a family of sets Γ : C → Set with reindexing 𝛾𝐼 [ 𝑓 ]Γ : Γ 𝐽 for 𝛾𝐼 : Γ 𝐼 and423

𝑓 : C(𝐽, 𝐼) such that 𝛾𝐼 [ 𝑓 ◦ 𝑔]Γ = 𝛾𝐼 [ 𝑓 ]Γ [𝑔]Γ and 𝛾𝐼 [id]Γ = 𝛾𝐼 . A 𝜎 : Sub ∆ Γ is a function424

𝜎 : ∆ 𝐼 → Γ 𝐼 such that (𝜎 𝛿𝐼 ) [ 𝑓 ]Γ = 𝜎 (𝛿𝐼 [ 𝑓 ]∆). A type 𝐴 : Ty Γ is a dependent presheaf425

containing a family 𝐴 : (𝐼 : C) → Γ 𝐼 → Set with reindexing 𝑎𝐼 [ 𝑓 ]𝐴 : 𝐴 𝐽 (𝛾𝐼 [ 𝑓 ]Γ ) for426

𝑎𝐼 : 𝐴 𝐼 𝛾𝐼 and 𝑓 : C(𝐽, 𝐼) satisfying functoriality. Type substitution is 𝐴[𝛾] 𝐼 𝛿𝐼 := 𝐴 𝐼 (𝛾 𝛿𝐼 ).427

A term 𝑎 : Tm Γ 𝐴 is a function 𝑎 : (𝛾𝐼 : Γ 𝐼) → 𝐴 𝐼 𝛾𝐼 such that (𝑎 𝛾𝐼 ) [ 𝑓 ]𝐴 = 𝑎 (𝛾𝐼 [ 𝑓 ]Γ ).428

Term substitution is 𝑎[𝛾] 𝛿𝐼 := 𝑎 (𝛾 𝛿𝐼 ). The empty context is constant unit: ⋄ 𝐼 := 𝟙.429

Context extension is pointwise: (Γ ⊲ 𝐴) 𝐼 := (𝛾𝐼 : Γ 𝐼) × 𝐴 𝐼 𝛾𝐼 , its universal property is given430

by projections and pairing for metatheoretic Σ types. ⊤, Σ and Eq are pointwise. We have431

the functor Yoneda y : C → PSh(C) defined by y 𝐼 𝐽 := C(𝐽, 𝐼), and we use this to define the432

universe by U 𝐼 𝛾𝐼 := Ty (y 𝐼). We observe that 𝛾𝐼 [– ]Γ : Sub (y 𝐼) Γ (forward part of Yoneda433

lemma), and define Π 𝐴 𝐵 𝐼 𝛾𝐼 := Tm (y 𝐼 ⊲ 𝐴[𝛾𝐼 [– ]Γ ]) (𝐵[𝛾𝐼 [– ]Γ ◦ p, q]). ◀434

▶ Problem 14 (Locally representable types). The CwF of presheaves can be extended to a435

CwF+, which means a CwF with a subsort of Ty called Ty+ and a Π+ type with domain in Ty+,436

i.e. Π+ : (𝐴 : Ty+ Γ ) → Ty (Γ ⊲ 𝐴) → Ty Γ with lam+ : Tm (Γ ⊲ 𝐴) 𝐵 � Tm Γ (Π+ 𝐴 𝐵) : app+,437

natural in Γ. Ty+ is classified by the Coquand universe U+.438

Construction. An element 𝐴 : Ty+ Γ is an 𝐴 : Ty Γ together with – ⊲𝐴 – : (𝐼 : C) → Γ 𝐼 → C439

and an isomorphism p𝐴◦– , q𝐴[– ]𝐴 : C(𝐽, 𝐼 ⊲𝐴 𝛾𝐼 ) � ( 𝑓 : C(𝐽, 𝐼))×𝐴 𝐽 (𝛾𝐼 [ 𝑓 ]Γ ) : – ,𝐴 – natural440

in 𝐽. So p𝐴 : C(𝐼 ⊲𝐴 𝛾𝐼 , 𝐼) and q𝐴 : 𝐴 (𝐼 ⊲𝐴 𝛾𝐼 ) (𝛾𝐼 [p𝐴]Γ ). Substitution is given by 𝐼 ⊲𝐴[𝛾 ] 𝛿𝐼 :=441

𝐼 ⊲𝐴 𝛾 𝛿𝐼 and we have C(𝐽, 𝐼 ⊲𝐴[𝛾 ] 𝛿𝐼 ) = C(𝐽, 𝐼 ⊲𝐴 𝛾 𝛿𝐼 ) � ( 𝑓 : C(𝐽, 𝐼)) × 𝐴 𝐽 (𝛾 𝛿𝐼 [ 𝑓 ]Γ ) =442

( 𝑓 : C(𝐽, 𝐼)) × 𝐴[𝛾] 𝐽 (𝛿𝐼 [ 𝑓 ]∆). We define Π+ using the ⊲𝐴 operator which comes with443

𝐴, i.e. Π+ 𝐴 𝐵 𝐼 𝛾𝐼 := 𝐵 (𝐼 ⊲𝐴 𝛾𝐼 ) (𝛾𝐼 [p𝐴]Γ , q𝐴), 𝑏𝐼 ′ [ 𝑓 ]Π+ 𝐴𝐵 := 𝑏𝐼 ′ [ 𝑓 ◦ p𝐴 ,𝐴 q𝐴], lam+ 𝑏 𝛾𝐼 :=444

𝑏 (𝛾𝐼 [p𝐴]Γ , q𝐴) and app+ 𝑡 (𝛾𝐼 , 𝑎𝐼 ) := (𝑡 𝛾𝐼 ) [id𝐼 ,𝐴 𝑎𝐼 ]𝐵. Like U, U+ 𝐼 𝛾𝐼 := Ty+ (y 𝐼). ◀445

▶ Definition 15 (Naive semantics). Given a category C, PSh(C) is a model of ToS+ choos-446

ing U := U, El 𝑎 := El 𝑎, Π 𝑎 𝐵 := Π (El 𝑎) 𝐵, U+ := U+, el+ 𝑎+ := c (El+ 𝑎+), 𝜋+ 𝑎+ 𝑏 :=447

c
(
Π+ (El+ 𝑎+) (El 𝑏)

)
. Recall that a SOGAT signature Ω is an element of Ty⋄ in the syntax of448

ToS+. A naive model of Ω is a category with a terminal object together with the interpetation449

of Ω in presheaves over this category, i.e. (C : Cat⋄) × TmPSh(C) ⋄ ⟦Ω⟧PSh(C) .450

This definition immediately implies that internally to presheaves over a naive first-order451

model, we have a second order model.452

For illustration, we compute the naive semantics for the signature of untyped lambda453

calculus without the equations. The informal signature is Tm : U, lam : (Tm → Tm) →454

Tm, – ·– : Tm → Tm → Tm, the second-order formal version is ΣU+ 𝜆𝑇𝑚.
(
(𝑇𝑚 ⇒+ el+ 𝑇𝑚) ⇒455

El (el+ 𝑇𝑚)
)
× (el+ 𝑇𝑚 ⇒ el+ 𝑇𝑚 ⇒ El (el+ 𝑇𝑚)), and we interpret the first-order version of this.456

We assume a C : Cat⋄, write D := PSh(C), and use TmD ⋄ ⟦Ω⟧D � ⟦Ω⟧D ⋄C ∗.457 �
ΣU+

( (
(q ⇒+ el+ q) ⇒ El (el+ q)

)
×
(
el+ q ⇒ el+ q ⇒ El (el+ q)

) )�
D

⋄C ∗ =458

(𝑇𝑚 : Ty+D (y⋄)) × TmD
(
y ⋄ ⊲(𝑇𝑚 ⇒+

D 𝑇𝑚)
)
(𝑇𝑚 [p]) × TmD (y ⋄ ⊲𝑇𝑚) (𝑇𝑚 ⇒ 𝑇𝑚 [p]) =459

(𝑇𝑚 : (𝐼 : C) → C(𝐼,⋄) → Set) × (– [– ]𝑇𝑚 : 𝑇𝑚 𝐼 𝜖 → C(𝐽, 𝐼) → 𝑇𝑚 𝐽 𝜖) × . . . ×460

(– ⊲𝑇𝑚 – : (𝐼 : C) → C(𝐼,⋄) → C) × · · · ×
(
𝑙𝑎𝑚 : C(𝐼,⋄) × 𝑇𝑚 (𝐼 ⊲𝑇𝑚 𝜖) → 𝑇𝑚 𝐼 𝜖

)
× · · · ×461

(𝑎𝑝𝑝 : C(𝐼,⋄) × 𝑇𝑚 𝐼 𝜖 → ({𝐽 : C} → C(𝐽, 𝐼) × 𝑇𝑚 𝐽 𝜖 → 𝑇𝑚 𝐽 𝜖) × . . . ) × . . .462
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As we can see, the naive semantics produces some encoding overhead: the above definition463

differs from Definition 4 in the following ways: the operations are uncurried, have several464

extra C(𝐼,⋄) arguments (which can be all filled by 𝜖), and the type of 𝑎𝑝𝑝 quantifies over465

another object of C for each argument. This is the result of using the usual presheaf universe466

and function space for interpreting U and Π. We will rectify this in the next section.467

5 Direct semantics of SOGAT signatures468

In this section, we define first-order models of SOGATs using a more careful version of the469

presheaf model. We make sure that no Yoneda-encodings are present in the semantics using470

the idea of two-level type theory [4, 10] where preheaves over a CwF include a universe471

of “inner types” coming from the CwF. We extend two-level type theory with a separate472

function space where the domain is an inner type. This function space is isomorphic to the473

usual presheaf function space, but has a simpler semantics.474

▶ Problem 16 (Presheaves over a CwF). If C is a CwF, then PSh(C) models ToS without475

using the usual presheaf U and Π.476

Construction. We interpet ⊤, Σ, Eq as in Problem 13, but define U, El and Π by TyC , TmC and477

▷C , respectively: U 𝐼 𝛾𝐼 := TyC 𝐼, El 𝑎 𝐼 𝛾𝐼 := TmC 𝐼 (𝑎 𝛾𝐼 ), Π 𝑎 𝐵 𝐼 𝛾𝐼 := 𝐵 (𝐼 ⊲C 𝑎 𝛾𝐼 ) (𝛾𝐼 [pC]Γ , qC)478

with lam 𝑏 𝛾𝐼 := 𝑏 (𝛾𝐼 [pC]Γ , q𝐶 ) and app 𝑡 (𝛾𝐼 , 𝑎𝐼 ) := 𝑡 𝛾𝐼 [id𝐼 ,C 𝑎𝐼 ]𝐵. ◀479

▶ Problem 17 (Presheaves over a CwF+). If the category C is a CwF+, then the previous480

model extends to a model of ToS+ (Definition 12).481

Construction. We interpret U+, el+ and 𝜋+ by Ty+C , identity and Π+
C , respectively: U+ 𝐼 𝛾𝐼 :=482

Ty+C 𝐼, el+ 𝑎 𝛾𝐼 := 𝑎 𝛾𝐼 , 𝜋+ 𝑎 𝑏 𝛾𝐼 := Π+ (𝑎 𝛾𝐼 )
(
𝑏 (𝛾𝐼 [pC]Γ , qC)

)
, lam+ 𝑡 𝛾𝐼 := lam+

C
(
𝑡 (𝛾𝐼 [pC]Γ , qC)

)
,483

app+ 𝑡 (𝛾𝐼 , 𝑎𝐼 ) := app+C (𝑡 𝛾𝐼 ) [id𝐼 ,C 𝑎𝐼 ]TmC . ◀484

▶ Definition 18 (Direct semantics). A direct model of a SOGAT signature Ω is a category485

with a terminal object C together with the interpretation of Ω in presheaves over presheaves486

over C, evaluated at the terminal presheaf: (C : Cat⋄) × ⟦Ω⟧PSh(PSh(C) ) ⋄PSh(C) ∗. Note that487

this makes sense because PSh(C) : CwF+, hence PSh
(
PSh(C)

)
is a model of ToS+.488

We revisit the example from the end of the previous section. We again assume a C : Cat⋄489

and write D := PSh(C) and E := PSh(D).490 �
ΣU+

( (
(q ⇒+ el+ q) ⇒ El (el+ q)

)
×
(
el+ q ⇒ el+ q ⇒ El (el+ q)

) )�
E
⋄D ∗ =491

(𝑇𝑚 : Ty+D ⋄D) × TmD
(
⋄ ⊲(𝑇𝑚 ⇒+

D 𝑇𝑚)
)
(𝑇𝑚 [p]) × TmD (⋄ ⊲𝑇𝑚 ⊲𝑇𝑚 [p]) (𝑇𝑚 [p] [p]) =492

(𝑇𝑚 : C → 𝟙 → Set) × (– [– ]𝑇𝑚 : 𝑇𝑚 𝐼 ∗ → C(𝐽, 𝐼) → 𝑇𝑚 𝐽 ∗) × . . . ×493

(– ⊲𝑇𝑚 – : C → 𝟙 → C) × · · · ×
(
𝑙𝑎𝑚 : 𝟙 × 𝑇𝑚 (𝐼 ⊲𝑇𝑚 ∗) → 𝑇𝑚 𝐼 ∗

)
× · · · ×494

(𝑎𝑝𝑝 : 𝟙 × 𝑇𝑚 𝐼 ∗ × 𝑇𝑚 𝐼 ∗ → 𝑇𝑚 𝐼 ∗) × . . .495

This translation is closer to computing Definition 4 from Definition 3: the only remaining496

noise is that the types of 𝑇𝑚, 𝑙𝑎𝑚 and 𝑎𝑝𝑝 include extra 𝟙 components and 𝑎𝑝𝑝 is uncurried.497

In the next section, we will remove the extra 𝟙s and make the type of application curried.498

▶ Theorem 19. For any signature, the naive and direct semantics result in isomorphic499

notions of models.500
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Proof. We fix a C : Cat⋄, and denote D := PSh(C) and E := PSh(D). D is a model of ToS+
501

via Definition 15 and E is a model via Definition 18, and Yoneda navigates between them502

(it is not only a functor, but a CwF pseudomorphism [36]). By induction on the syntax of503

ToS+, we define 𝛼 for contexts, substitutions, types and terms: 𝛼Γ : SubE ⟦Γ⟧E (y ⟦Γ⟧D),504

𝛼𝛾 : 𝛼Γ ◦ ⟦𝛾⟧E = y ⟦𝛾⟧D ◦ 𝛼∆, 𝛼𝐴 : ⟦𝐴⟧E � y ⟦𝐴⟧D [𝛼Γ ], 𝛼𝑎 : 𝛼𝐴[id, ⟦𝑎⟧E] = y ⟦𝑎⟧D [𝛼Γ ].505

For a signature Ω : Ty⋄, we thus obtain ⟦Ω⟧E ⋄D ∗ � y ⟦Ω⟧D [𝛼Γ ] ⋄D ∗ = TmD ⋄D ⟦Ω⟧D . ◀506

6 GAT signature semantics of SOGAT signatures507

In this section we translate SOGAT signatures into GAT signatures. The idea is the same as508

in the previous two sections: the GAT signature will start with a category with terminal509

object and then contain the presheaf interpretation of the SOGAT signature over that510

category. However now the presheaf model is not expressed in the metatheory, but internally511

to the theory of GAT signatures. This is challenging because this language is quite limited:512

there are no higher-order functions, no real universe, and so on.513

In this section we work internally to presheaves over the syntax of ToS. Another way to say514

this is that we work in two-level type theory where the inner model is the syntax of ToS. Hence,515

we have the components Ty : Set, Tm : Ty → Set, . . . , refl : (𝑢 = 𝑣) � Tm (Eq 𝐴 𝑢 𝑣) : reflect of516

Definition 9 available (these are the inner types and type formers). We will build a first-order517

model of ToS+, and the final result of the translation will be an element of Ty.518

▶ Construction 20 (Curreid Π). By induction-recursion, we define the Σ-closure of U.519

U∗ : Set El∗ : U∗ → Ty520

⊤∗ : U∗ El∗ ⊤∗ := ⊤521

Σ∗ : (𝑎𝑠 : U∗) →
(
Tm (El∗ 𝑎𝑠) → Tm U

)
→ U∗ El∗ (Σ∗ 𝑎𝑠 𝑏) := Σ (El∗ 𝑎𝑠) 𝜆𝑥.El (𝑏 𝑥)522

By induction on U∗, we define the curried function space with U∗ domain. We call it Π∗ :523

(𝑎𝑠 : U∗) → (Tm (El∗ 𝑎𝑠) → Ty) → Ty and is defined by Π∗ ⊤∗ 𝐵 := 𝐵 tt and Π∗ (Σ∗ 𝑎𝑠 𝑐) 𝐵 :=524

Π∗ 𝑎𝑠
(
𝜆𝑥𝑠.Π (𝑐 𝑥𝑠) 𝜆𝑦.𝐵 (𝑥𝑠, 𝑦)

)
. It comes with lam∗, ·∗, and 𝛽, 𝜂 laws all defined by induction525

on U∗ resulting in lam∗ :
(
(𝑥𝑠 : Tm (El∗ 𝑎𝑠)) → Tm (𝐵 𝑥𝑠)

)
� Tm (Π∗ 𝑎𝑠 𝐵) : – ·∗ –.526

We define the signature for category with a terminal object by Cat⋄ : Ty := ΣU𝜆𝑂𝑏.Σ (𝑂𝑏 ⇒527

𝑂𝑏 ⇒ U) 𝜆𝐻𝑜𝑚 . . . We assume a C : Tm Cat⋄, we refer to its components by 𝑂𝑏, 𝐻𝑜𝑚, . . .528

▶ Problem 21 (A CwF+ D of presheaves over C). There is a notion of CwF+ where the sorts529

of types and terms are Ty-valued. We construct such a CwF+ D of presheaves over C.530

Construction. The category part is given by U∗-valued presheaves and natural transforma-531

tions where ConD :=
(
Γ : Tm (El𝑂𝑏) → U∗) × (

– [– ]Γ : Tm
(
El∗ (Γ 𝐼)

)
→ Tm

(
El (𝐻𝑜𝑚 · 𝐽 ·532

𝐼)
)
→ Tm

(
El∗ (Γ 𝐽)

) )
×(functoriality) and SubD ∆ Γ :=

(
𝛾 : Tm

(
El∗ (∆ 𝐼)

)
→ Tm

(
El∗ (Γ 𝐼)

) )
×533

(naturality). We make sure that Ty, Tm have enough structure to define U-valued presheaves.534

For example, we define TyD : ConD → Ty by535

TyD Γ := Σ (Π𝑂𝑏 𝜆𝐼.Γ 𝐼 ⇒∗ U) 𝜆𝐴.Σ536 (
Π𝑂𝑏 𝜆𝐼.Π∗ (Γ 𝐼) 𝜆𝛾𝐼 .𝐴 · 𝐼 ·∗ 𝛾𝐼 ⇒ Π𝑂𝑏 𝜆𝐽.Π (𝐻𝑜𝑚 · 𝐽 · 𝐼) 𝜆 𝑓 .El

(
𝐴 · 𝐽 ·∗ (𝛾𝐼 [ 𝑓 ]Γ )

) )
. . .537

TmD is defined using Π∗-functions, context extension ⊲D is Σ∗, Ty+D is the same as TyD538

extended with an ⊲𝐴 operator in Π𝑂𝑏 𝜆𝐼.Γ 𝐼 ⇒∗ El𝑂𝑏, and its universal property. We define539

the first component of Π+
D :

(
𝐴 : Tm (Ty+D Γ )

)
→ Tm

(
TyD (Γ ⊲D 𝐴)

)
→ Tm (TyD Γ ) by540

Π+
D 𝐴 𝐵 · 𝐼 ·∗ 𝛾𝐼 := 𝐵 · (⊲𝐴 ·𝐼 ·∗ 𝛾𝐼 ) ·∗ (𝛾𝐼 [p𝐴]Γ , q𝐴) where ⊲𝐴, p𝐴 and q𝐴 are components in the541

input 𝐴. Note the careful distinguishing of metatheoretic function application, ·s and ·∗s. ◀542
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▶ Problem 22 (E := PSh(D)). The Ty-valued presheaves over D are a first-order model of543

ToS+. We name this model E.544

Proof. ConE is defined as (Ψ : ConD → Ty) × (– [– ]Ψ : Tm (ΨΓ ) → SubD ∆ Γ →545

Tm (Ψ∆)) × (functoriality). Types are Ty-valued dependent presheaves, terms are sec-546

tions, context extension ⊲E and ΣE are given by Σ. UE , ElE , ΠE are given by TyD , TmD , ⊲D ,547

respectively. EqE is pointwise Eq, its restriction operation and reflectE use reflect. U+
E , el+E ,548

𝜋+E are defined by Ty+D , identity and Π+
D , respectively. ◀549

▶ Construction 23 (SOGAT → GAT translation). Given an Ω : Ty⋄ in the first-order syntax550

of ToS+, its GAT translation is ΣCat⋄ 𝜆C.⟦Ω⟧E(C) ⋄D(C) tt where we explicitly marked that551

D and E depend on C.552

Now we can reuse the semantics of GATs [41, Chapter 4] for any SOGAT, e.g. there is a553

category of models with an initial object, notions of dependent/displayed models, sections,554

induction is equivalent to initiality, free models, cofree models [43].555

Our running example assuming C : Tm Cat⋄ (its first two components named 𝑂𝑏, 𝐻𝑜𝑚):556 �
ΣU+

( (
(q ⇒+ el+ q) ⇒ El (el+ q)

)
×
(
el+ q ⇒ el+ q ⇒ El (el+ q)

) )�
E
⋄D tt =557

Σ (Ty+D ⋄D) 𝜆𝑇𝑚.TmD
(
⋄ ⊲(𝑇𝑚 ⇒+

D 𝑇𝑚)
)
(𝑇𝑚 [p]) × TmD (⋄ ⊲𝑇𝑚 ⊲𝑇𝑚 [p]) (𝑇𝑚 [p] [p]) =558

Σ

(
Σ (𝑂𝑏 ⇒ U) 𝜆𝑇𝑚.Σ

(
Π𝑂𝑏 𝜆𝐼.𝑇𝑚 · 𝐼 ⇒ Π𝑂𝑏 𝜆𝐽.𝐻𝑜𝑚 · 𝐽 · 𝐼 ⇒ El (𝑇𝑚 · 𝐽)

)
. . .559

Σ (𝑂𝑏 ⇒ El𝑂𝑏) . . .
)
𝜆(𝑇𝑚, . . . , ⊲𝑇𝑚, . . . ).Σ

(
Σ (Π𝑂𝑏 𝜆𝐼.𝑇𝑚 · (⊲ ·𝐼) ⇒ El (𝑇𝑚 · 𝐼)

)
. . . )560

𝜆𝑙𝑎𝑚.Σ
(
Π𝑂𝑏 𝜆𝐼.𝑇𝑚 · 𝐼 ⇒ 𝑇𝑚 · 𝐼 ⇒ El (𝑇𝑚 · 𝐼)

)
. . .561

The second line is the same as for the direct semantics, but now D is defined using the curried562

function space, which removes the extra 𝟙s and makes application curried when we unfold563

even more. As we now compute a formal signature in Ty, we do not use implicit arguments,564

and use 𝜆 for binders. The only difference from Definition 4 is that the components for Cat⋄,565

𝑇𝑚 and 𝑙𝑎𝑚 are separate (flat) Σ types, rather than one flat iterated Σ.566

We implemented the SOGAT → GAT translation in Agda using partial deep embeddings567

of ToS and ToS+. It computes the expected GAT signatures for a number of SOGAT examples.568

It is available on the first author’s website with readable versions of the examples.569

The GAT semantics was defined relative to the syntax of ToS. However, it works for any570

model of ToS: if we use the standard model of ToS (set model, metacircular interpretation571

where Con = Set, Ty Γ = Γ → Set, Tm Γ 𝐴 = (𝛾 : Γ ) → 𝐴 𝛾) instead of the syntax, we obtain572

another notion of model for each SOGAT signature. We show that this notion of model is573

isomorphic to the direct semantics from the previous section.574

▶ Theorem 24. For any SOGAT signature, the direct semantics and the GAT semantics575

over the standard model yield isomorphic notions of models.576

Proof. We work in presheaves over the standard model of ToS. We observe that in this577

model U and Ty are Russell-universes and are closed under type formers Σ, Π, Eq without578

the restrictions we have in the syntax of ToS. We reformulate Definition 18 in this internal579

language: the category C becomes an element of Tm Cat⋄, the D′ := PSh(C) is a CwF+
580

with Ty-valued types and terms. We compare this D′ and the D given by Problem 21:581

we define 𝛼 : D → D′ as a strict CwF+-morphism which is bijective on Ty, Ty+ and Tm.582

The content of 𝛼 is mapping in and out of the inductive-recursive universe U∗. We denote583

E := PSh(D) and E′ := PSh(D′). Precomposition with 𝛼 is 𝛼∗ : PSh(D′) → PSh(D) which584
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is a strict CwF-morphism. Now, by induction on the syntax of ToS+, we define 𝛽 for contexts,585

substitutions, types and terms: 𝛽Γ : SubE ⟦Γ⟧E (𝛼∗ ⟦Γ⟧E′ ), 𝛽𝛾 : 𝛽Γ ◦ ⟦𝛾⟧E = 𝛼∗ ⟦𝛾⟧E′ ◦ 𝛽∆,586

𝛽𝐴 : ⟦𝐴⟧E � 𝛼∗ ⟦𝐴⟧E′ [𝛽Γ ], 𝛽𝑎 : 𝛽𝐴[id, ⟦𝑎⟧E] = 𝛼∗ ⟦𝑎⟧E′ [𝛽Γ ]. Now for a signature Ω : Ty⋄,587

from 𝛽Ω we have ⟦Ω⟧E ⋄D ∗ � 𝛼∗ ⟦Ω⟧E′ [𝛽⋄] ⋄D ∗ = ⟦Ω⟧E′ ⋄D′ ∗. ◀588

▶ Corollary 25. By combining the isomorphisms of Theorems 19 and 24: for any SOGAT589

signature, in presheaves over any of its first-order models, a second-order model is available.590

7 Extensions and variants591

The translation also works in the case when signatures are open (can refer to external types592

like N in Definition 7). In this case the theory of signatures is defined in the outer layer of a593

two-level type theory where the inner layer is any chosen CwF, and signatures can refer to the594

universe Set◦ of inner types [41, Chapter 3]. The theory of possibly open signatures includes595

a type former Π̂ : (𝐴 : Set◦) → (𝐴→ Ty) → Ty. Similarly, for infinitary signatures, we have596

a type former 𝜋 : (𝐴 : Set◦) → (𝐴→ Tm U) → Tm U. When supporting infinitary operations,597

we have to replace the general Eq type by an equality of types in U. This is because the598

semantics of infinitary GATs is not compatible with sort equations [41, Chapter 5].599

Our translation from SOGAT to GAT is not canonical: for example, we could have used600

semicategories instead of categories. There is also a minimalistic version of the translation601

which results in a single substitution calculus (SSC), which does not involve a category (single602

substitutions are not composable). For the SOGAT ΣU𝜆𝑇𝑦.𝑇𝑦 ⇒ U+, the parallel translation603

results in the GAT known as CwF. The SSC translation for the same SOGAT gives a smaller604

theory: there is no composition or identity substitution, no empty substitution 𝜖 and no605

– , – operator for building substitutions into extended contexts. We have p : Sub (Γ ⊲ 𝐴) Γ ,606

⟨–⟩ : Tm Γ 𝐴 → Sub Γ (Γ ⊲ 𝐴) and –+ : (𝛾 : Sub ∆ Γ ) → Sub (∆ ⊲ 𝐴[𝛾]) (Γ ⊲ 𝐴). There are607

four equations for types: 𝐴[p] [𝛾+] = 𝐴[𝛾] [p], 𝐴[p] [⟨𝑏⟩] = 𝐴, 𝐴[⟨𝑏⟩] [𝛾] = 𝐴[𝛾+] [⟨𝑏[𝛾]⟩],608

𝐴[p+] [⟨q⟩] = 𝐴 and four equations for terms: q[⟨𝑏⟩] = 𝑏, q[𝛾+] = q, 𝑏[p] [𝛾+] = 𝑏[𝛾] [p],609

𝑏[p] [⟨𝑎⟩] = 𝑏. The resulting theory is a minimalistic variant of B systems [1]. CwFs are610

models of the resulting theory, but not the other way. The syntaxes are however equivalent611

(the situation is analogous to the relationship of lambda calculus and combinatory logic [8]).612

With small modifications, the translation described in Section 6 can be used to obtain613

the SSC translation of a GAT. We only change the construction for Problem 21: C is not a614

category, just a graph with a vertex ⋄; ConD and TyD do not include functoriality equations;615

𝐴 : Ty+D Γ includes ⊲𝐴, but not the usual universal property; instead we have p𝐴, q𝐴, ⟨–⟩𝐴,616

–+𝐴 operations and the above described 8 equations.617

8 Conclusions and further work618

In this paper we described SOGAT signatures and translations from SOGAT signatures to619

GAT signatures. Correctness of our parallel substitution-based translation was shown by620

constructing an isomorphism with the naive semantics, and was validated by several examples.621

In the future we would like to show equivalence with Uemura’s semantic definition of SOGATs.622

We would like to computer check our constructions possibly using strict presheaves [44]. It623

would be interesting to understand the exact relationship between our parallel and single624

substitution calculi: we conjecture that for any SOGAT, they yield equivalent syntaxes.625

We hope that our paper makes a step towards proof assistants with SOGAT support.626

In such a system, the user could specify the signature for a SOGAT using a built-in ToS+,627

and would automatically obtain notions of first-order and second-order models, morphisms,628

iterators, induction principles (also for second-order displayed models [15]), and so on.629
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A More examples of languages as SOGATs804

▶ Definition 26 (Hindley–Milner type system).

MTy : Set805

Ty : Set806

i : MTy → Ty807

Tm : Ty → Set808

– ⇒ – : MTy → MTy → MTy809

lam :
(
Tm (i 𝐴) → Tm (i 𝐵)

)
� Tm (i (𝐴⇒ 𝐵)) : – · –810

∀ : (MTy → Ty) → Ty811

Lam :
(
(𝐴 : MTy) → Tm (𝐵 𝐴)

)
� Tm (∀ 𝐵) : – • –812

▶ Definition 27 (System F).

Ty : Set813

Tm : Ty → Set814

– ⇒ – : Ty → Ty → Ty815

lam : (Tm 𝐴→ Tm 𝐵) � Tm (𝐴⇒ 𝐵) : – · –816

∀ : (Ty → Ty) → Ty817

Lam : (𝑋 : Ty → Tm (𝐴 𝑋)) � Tm (∀ 𝐴) : – • –818

The following language is interesting because its sorts and operations are interleaved: the819

typing of the sort Tm depends on the operation ∗.820

▶ Definition 28 (System F𝜔).

Kind : Set Tm : Ty ∗ → Set821
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Ty : Kind → Set ∀ : (Ty𝐾 → Ty ∗) → Ty ∗822

– ⇛ – : Kind → Kind → Kind Lam : ((𝑋 : Ty𝐾) → Tm (𝐴 𝑋)) �823

LAM : (Ty𝐾 → Ty 𝐿) � Tm (∀ 𝐴) : – • –824

Ty (𝐾 ⇛ 𝐿) : –  – – ⇒ – : Ty ∗ → Ty ∗ → Ty ∗825

∗ : Kind lam : (Tm 𝐴→ Tm 𝐵) � Tm (𝐴⇒ 𝐵) : – · –826

In the first-order version (minimised by removing Kind variables), we have sorts Kind : Set,827

Ty : Con → Kind → Set, an operation ∗ : Kind, and a sort Tm : (Γ : Con) → Ty Γ ∗ → Set.828

We have three operations binding Ty-variables and one operation binding a term-variable:829

LAM : Ty (Γ ⊲Ty 𝐾) 𝐿 → Ty Γ (𝐾 ⇛ 𝐿) Lam : Tm (Γ ⊲Ty 𝐾) 𝐴→ Tm Γ (∀𝐴)830

∀ : Ty (Γ ⊲Ty 𝐾) ∗ → Ty Γ ∗ lam : Tm (Γ ⊲Tm 𝐴) (𝐵[pTm]Ty) → Tm Γ (𝐴⇒ 𝐵)831

The language of fine-grain call by value is to Freyd categories [42] as simply typed lambda832

calculus is to cartesian closed categories. Here we add some type formers and a fixpoint833

operator for illustration. All variables are values (in Val).834

▶ Definition 29 (Fine-grain call by value).

Ty : Set – ⇒ – : Ty → Ty → Ty835

Val : Ty → Set lam : (Val 𝐴→ Tm 𝐵) → Val (𝐴⇒ 𝐵)836

Tm : Ty → Set – · – : Val (𝐴⇒ 𝐵) → Val 𝐴→ Tm 𝐵837

return : Val 𝐴→ Tm 𝐴 ⇒𝛽 : lam 𝑓 · 𝑎 = 𝑓 𝑎838

– ≫= – : Tm 𝐴→ (Val 𝐴→ Tm 𝐵) → Tm 𝐵 – × – : Ty → Ty → Ty839

idl : return 𝑎≫= 𝑓 = 𝑓 𝑎 – , – : Val 𝐴→ Val 𝐵 → Val (𝐴 × 𝐵)840

idr : 𝑚 ≫= return = 𝑚 case× : Val (𝐴 × 𝐵) →841

ass : (𝑚 ≫= 𝑓 ) ≫= 𝑔 = (Val 𝐴→ Val 𝐵 → Tm𝐶) → Tm𝐶842

𝑚 ≫= (𝜆𝑎. 𝑓 𝑎≫= 𝑔) ×𝛽 : case× (𝑎, 𝑏) 𝑓 = 𝑓 𝑎 𝑏843

T : Ty → Ty fix : (Val (T 𝐴) → Tm 𝐴) → Tm 𝐴844

thunk : Tm 𝐴 � Val (T 𝐴) : force fix𝛽 : fix 𝑓 = 𝑓
(
thunk (fix 𝑓 )

)
845

The next definition adds Σ, 0, 1, 2 and W-types to minimal Martin-Löf type theory, which is846

enough to encode all inductive types [32].847

▶ Definition 30 (Martin-Löf type theory with inductive types). We extend Definition 7 with848

the following.849

Σ : (𝐴 : Ty 𝑖) → (Tm 𝐴→ Ty 𝑖) → Ty 𝑖850

(– , – ) : (𝑎 : Tm 𝐴) × Tm (𝐵 𝑎) � Tm (Σ 𝐴 𝐵) : fst, snd851

⊥ : Ty 0852

exfalso : Tm⊥ → Tm 𝐴853

⊤ : Ty 0854

tt : ⊤ � Tm⊤855

Bool : Ty 0856

true : Tm Bool857

false : Tm Bool858
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indBool : (𝐶 : Tm Bool → Ty 𝑖) → Tm (𝐶 true) → Tm (𝐶 false) →859

(𝑏 : Tm Bool) → Tm (𝐶 𝑏)860

Bool𝛽1 : indBool 𝑡 𝑓 true = 𝑡861

Bool𝛽2 : indBool 𝑡 𝑓 false = 𝑓862

Id : (𝐴 : Ty 𝑖) → Tm 𝐴→ Tm 𝐴→ Ty 𝑖863

refl : (𝑎 : Tm 𝐴) → Tm (Id 𝑎 𝑎)864

J :
(
𝐶 : (𝑥 : Tm 𝐴) → Tm (Id 𝐴 𝑎 𝑥) → Ty 𝑖

)
→865

Tm
(
𝐶 𝑎 (refl 𝑎)

)
→ (𝑥 : Tm 𝐴) (𝑒 : Tm (Id 𝐴 𝑎 𝑥)) → Tm (𝐶 𝑥 𝑒)866

Id𝛽 : J𝐶 𝑤 𝑎 (refl 𝑎) = 𝑤867

W : (𝑆 : Ty 𝑖) → (Tm 𝑆 → Ty 𝑖) → Ty 𝑖868

sup : (𝑠 : Tm 𝑆) → (Tm (𝑃 𝑠) → W 𝑆 𝑃) → W 𝑆 𝑃869

indW : (𝐶 : Tm (W 𝑆 𝑃) → Ty 𝑖) →870 ( (
(𝑝 : Tm (𝑃 𝑠)) → Tm (𝐶 ( 𝑓 𝑝))

)
→ Tm

(
𝐶 (sup 𝑠 𝑓 )

) )
→871

(𝑤 : Tm (W S P)) → Tm
(
𝐶 𝑤

)
872

W𝛽 : indW𝐶 ℎ (sup 𝑠 𝑓 ) = ℎ (𝜆𝑝.indW𝐶 ℎ ( 𝑓 𝑝))873
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